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In this document, I collect corrections and remarks regarding my dissertation [2].

Corrections

Chapter 3.3.1, Improved Sequential Alias Tables, page 60, line 21. Ares Lagae was kind enough to
point out that we are not the first to figure out Michael Vose’s hint about linear extra space not being necessary.
In fact, Galerne, Lagae, et al. have developed an algorithm with this property [1]. While they do not describe
or analyse it in the paper, the supplemental material includes source code of an implementation.

Chapter 3.5, SamplingWithout Replacement, page 76, line 23. Downsampling using the exponential
clocks technique using the original weights yields incorrect results. We need to use the items’ multiplicities in
the sample 𝑆 as the new weights. Remove the last sentence of the paragraph ‘Queries’ and replace it with the
following new paragraph:

We now face the difficulty that while weighted sampling without replacement is defined by the order in which
items are sampled, the output-sensitive sampling algorithm for weighted sampling with replacement that
we use to find 𝑆 gives us no such information. However, when we regard 𝑆 as the sequence of ℓ sampled
items, then any permutation thereof is equally likely to be the result of an equivalent sequential sampling
with replacement with the same overall result. Thus, the probability of any sampled item 𝑒 to be the first in
a randomly permuted sequence is proportional to its multiplicity in 𝑆. Once we remove 𝑒, the the same is
true for the remaining items, etc. Therefore, we can obtain a subsample with the correct probabilities using
weighted sampling without replacement on 𝑆 with the multiplicities in 𝑆 as the items’ (new) weights. This new
problem has expected size 𝒪(𝑘), so we can use the exponential clocks technique of Section 3.1.3 by generating
appropriate random variates for each of |𝑆| items and perform a parallel selection for the items that receive
rank ≤ 𝑘.
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